Help | need a stream

processor learning to chose
between Spark, Flink, Samza,
and Storm

Andrew Psaltis
HDF/loT/Cybersecurity Architect

@itmdata

June 7, 2017 H.ﬁ\ﬁmvms-

EEEEEEEEEEEEEEEEEEEEEEEE







Thinking about time



Streaming Platform
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Windows



Tumbling Windows



Tumbling Time Windowing
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Tumbling Count Windowing
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Sliding Windows



Sliding Time Window
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Sliding Count Window
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Handling Out of Order Data
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Processing Semantics



At-most-once
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2 Types of State



Application (User-
Defined) State



Keeping Simple State
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Queryable Simple State
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System State



Spark Checkpointing
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Samza Checkpointing
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Flink Checkpointing
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Storm (Trident) Checkpointing
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Thank You

Andrew Psaltis
HDF/loT/Cybersecurity Architect

@itmdata

HORTONWORKS

34 © Hortonworks Inc. 2011 —2016. All Rights Reserved POWERING THE FUTURE OF DATA"




